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Abstract. In evolutionary biology there has never been reached a consensus re-
garding the manner of presenting its theory. According to the skeptical view, 
evolutionary biology cannot even be presented as a proper scientifi c theory be-
cause of its lack of uncontroversial laws. The skepticism, however, is not shared 
by the logicians of science, who claim that biological explanations can be mold-
ed into proper theories by means of logical reconstruction. In this paper I will 
address three developments of the axiomatic method in evolutionary biology : 
the hypothetical-deductive, the semantic and, perhaps the most recent one, the 
natural deduction method. I will point out that the key concept in fi guring out 
the logical structure of  evolutionary theory concerns deductive consequence. 
Then I will argue that a syntactic approach to deduction in the sense of the third 
method might be the most promising option. Eventually, I will claim this ap-
proach does half justice to the skeptical view that there are no uncontroversial 
laws in evolutionary biology.
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In evolutionary biology there has never been reached a consensus regard-
ing the manner of presenting its theory. According to the skeptical view, ev-
olutionary biology cannot even be presented as a proper scientifi c theory 
because of its lack of uncontroversial laws. The skepticism, however, is not 
shared by the logicians of science, who claim that biological explanations can 
be molded into proper theories by means of logical reconstruction, i.e. by us-
ing the methods of formal logic. The logical properties of biological language 
might tell the important diff erence between empirical observations and the-
oretical laws in a way that would not require anything else but an adequate 
understanding of the biological language itself. This approach is a classical 
formal approach, and it draws from the works of Alfred Tarski’s and Rudolf 
Carnap’s on the axiomatization of natural science. 

*  Andreea EȘANU, Postdoctoral Fellow at University of Bucharest, the Department of 
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In the following, I will address three developments of the axiomatic meth-
od in evolutionary biology : the hypothetical-deductive, the semantic and, 
perhaps the most recent one, the natural deduction method. I will point out 
that the key concept in fi guring out the logical structure of  evolutionary the-
ory concerns deductive consequence. Then I will argue that a syntactic ap-
proach to deduction in the sense of the third method might be the most prom-
ising option. Eventually, I will claim this approach does half justice to the 
skeptical view that there are no uncontroversial laws in evolutionary biology.

I. THE PROBLEM OF DEDUCTION IN EVOLUTIONARY BIOLOGY

Let us suppose that we start to investigate the logical properties of natu-
ral language. By doing this, we easily conclude that certain combinations of 
words express tautologies, like  „It rains or it doesn’t rain“ –  even though 
such statements look similar to all the factual statements that we could ex-
press in natural language. Take, for instance, „It rains but it doesn’t pour“. 
What the logical analysis reveals is that, in spite of the superfi cial resem-
blance, the two sentences in our example have diff erent logical structures 
and diff erent logical properties. In the same manner, it is thought that if we 
focus on the biological language in which biological explanations are cast, 
we might also come to the realization that some statements have diff erent 
logical properties than usual factual statements, even though they would not 
be tautologies. In the tradition of approaching scientifi c theories from a logi-
cal point of view, it is often believed that, once discovered, the logical prop-
erties of the biological language could tell the important diff erence between 
factual observations and so-called theoretical laws, in such a way that isolat-
ing the laws of biological science could become entirely a logician’s business.

But, in spite of its straightforwardness, the logical approach to biology 
is faced with a load of diffi  culties. I shall discuss here only the case of evo-
lutionary biology, even though similar considerations would probably hold 
for other fi elds in natural science. It seems that no logical method of recon-
structing evolutionary biology, although sided with pertinent arguments 
from diff erent philosophical perspectives, can resolve something that might 
be called the „problem of deduction“. In formal evolutionary theory, it seems 
that the concept of deductive consequence works in an either ambiguous or 
scarce manner, and therefore the distinction between factual observations 
and theoretical laws turns out to be equally ambiguous or scarce. In this sec-
tion, I will consider two classical approaches to formalizing evolutionary bi-
ology : the hypothetical-deductive approach and the semantic approach. My 
point will be that the hypothetical-deductive approach rests on an ambigu-
ous concept of deductive consequence, while the semantic approach relies 
on a scarce one.

In classical logic, a sentence like : (P) „It rains or it doesn’t rain“ could 
be deduced from a fi nite set of axioms, unlike „It rains but it doesn’t poor“ 
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which could not. The deduction from the set of axioms S would validate 
the formula : (P’) „p V ~p“, whose instance is P, so that the confi rmation of 
P would rely exclusively on a logical procedure. This aspect alone tells the 
diff erence between the logical properties of „It rains or it doesn’t rain“ and 
„It rains but it doesn’t pour“. In the standard hypothetical-deductive repre-
sentation of scientifi c theories we fi nd something almost similar. A biologi-
cal theory, for instance, has its own propositions P’. These are called theoret-
ical hypotheses. One such example is Fisher’s law : (P’) „Given any species 
with sexual reproduction, the sex ratio inside that species is approximately 
1 :1“. The validation of P’ is very problematic since it is impossible to check 
for each individual of each and every species populating the biosphere ; and 
there are cases in which the ratio is, in fact, not Fisher’s ratio (i.e. there are 
anomalous distributions across populations). So, validating P’ is not a ques-
tion of blunt empirical observation, just as it is not a question of empirical 
observation to validate „p V ~p“. This indicates that theoretical hypotheses 
in biology play a diff erent role and possess diff erent logical properties (e.g., 
validation properties) than empirical statements, even though they belong to 
the same biological language. In the hypothetical-deductive representation 
of scientifi c theories, the P’ sentences are defi ned as deductive steps in a logi-
cal system equivalent to the theory in question (for Fisher’s law, that would 
be a theory of natural selection). As with „p V ~p“, Fisher’s law can be con-
sistently deduced from a fi nite set of axioms, and consistently entail factu-
al statements like : (P) „In the population of Hawaiian fi nches, the sex ratio 
is approximately 1 :1“. 

To put it more formally : given T a biological theory and given Δ  a set of 
propositions in T, then all the propositions in Δ are ordered by the entailment 
relation ‘=>’. In this sense, a biological theory is a logical system. 

In the validation process of T, two important steps occur : 
(i)  concerns how the subset P’ in Δ (the subset of theoretical hypotheses) is 

constructed – i.e. the axioms can be chosen freely and the set of axioms 
and their consequences needs to be consistent ; 

(ii)  concerns the manner in which the subset P in Δ ( the subset of factual con-
sequences) are confi rmed – i.e. for the reference class of T to be  non-emp-
ty,  the factual consequences P in Δ must be equivalent to correct empiri-
cal observations.

But if this is the hypothetical-deductive frame of evolutionary theory, then 
the entailment relation is at least ambiguous. In evolutionary biology, incom-
patible theoretical hypotheses can be consistently generated from the same 
set of axioms (e.g., the standard Williams set1). Moreover, incompatible the-
oretical hypotheses can to do justice to the same known facts from a given 

1  See Williams 1970.
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reference class. For example, it might be the case that both a Lamarckian and 
a Darwinian hypothesis regarding natural of selection2 could be formulated 
on the standard Williams axiomatization of evolutionary biology, in order to 
explain the observed sex-ratio or the beak size in a population of Hawaiian 
fi nches. Another bizarre situation arising from this ambiguity (iwhich is, in 
the end, the „right“ evolutionary theory ?) concerns Fisher’s law – the one law 
I introduced earlier in full confi dence. The interesting thing is that Fisher’s 
law does follow from evolutionary theory axioms, but on the assumption that 
natural selection is Darwinian (i.e. frequency-dependent). This assumption, 
however, hangs in the air and the consequence for the logical approach to ev-
olutionary biology is bleak. Even if we may develop successful logical tools 
in order to detach theoretical laws from factual observations in the language 
of a biological theory T, we are still facing the following diffi  culty : how do 
we know that what the logical system reveals by the logical ordering of T 
are proper laws of nature and not mere theoretical possibilities that the bio-
logical language simply allows for ? It seems that we cannot decide whether 
Fisher’s law is a law, unless we fi gure what natural selection is really about.

A considerable number of logicians of science (Suppes 1967 ; Beatt y 1980 ; 
van Fraassen 1987 ; Thompson 1988 ;  Lloyd 1994) argued that the most per-
tinent way to avoid the problem of deductive ambiguity is to eliminate en-
tailment altogether from the logical systems that reconstruct biological the-
ories. Thus, it was suggested to replace the entailment relation ‘=>’ with the 
satisfi ability relation ‘|=’, from standard Model Theory. In this sense, a biolog-
ical theory is to be built not as a deductive system, but as a class of abstract 
models in the mathematical sense of model theory, i.e. a class of models sat-
isfying a given mathematical structure (or a Suppes structure3).

Formally : Given T a biological theory, and S a Suppes structure in set the-
ory, it is the case that S |=T. In this sense, a biological theory is said to be a 
set-theoretic entity.

This general view is called the semantic view of scientifi c theories. 
According to the semantic view, biological theories are not stating claims 
about real biological entities (e.g., species, populations, organisms etc.), but 
only about models, although models are used to represent real biological en-
tities (Horan, 1988). Also, the deductive structure is replaced with something 
prima facie non-inferential, i.e. representation. In this manner the controver-
sial concept of „biological law“ is simply eliminated, along with the distinc-

2  By the Lamarckian hypothesis I mean the idea that selection is directional (Reece et. al. 2002) 
or environment-dependent. By the Darwinian hypothesis I mean the idea that selection is fre-
quency-dependent (which means that the environment has only an indirect eff ect on how indi-
viduals from a given population get selected), and therefore non-directional.
3  See Suppes 1967.
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tion between „theoretical“ and „empirical“ sentences, given that the theory 
ceases to be a linguistic entity altogether. 

For instance, Beatt y (1981) and Thompson (1989) show that the mathemat-
ical structure of evolutionary theory (ET) is captured by the Suppes struc-
ture : β= <P, A, f, g>, where β defi nes an abstract Mendelian breeding system. 

In the set-theoretic approach, the evolutionary theory (ET) is validated if : 
(i)  β is isomorphic to real biological systems (like the population of fi nches in 

the Hawaiian Islands) ;  
(ii)  The predictions obtained in the abstract system match empirical distribu-

tions in the real populations. 
In the set-theoretic formulation of ET, β= <P, A, f, g> could be freely in-

terpreted as having a Darwinian or a non-Darwinian selection function4 in a 
consistent manner with the axioms of ET (the Williams set), and preserving 
the isomorphism required in (i). In the hypothetical-deductive framework 
the resulting equivalence was a problem, but in the semantic view, equiva-
lence coupled with a general antirealist understanding of natural science is 
something intrinsic. In the semantic view’s terms, ET is not a deductive sys-
tem at all, but a class of models ; it is not committ ed to anything other than 
set-theoretic entities, i.e. abstract sets of equivalents. 

Nevertheless, if we are not already full-blooded antirealists with respect 
to natural science, it is hard to see how there could be a theory of evolu-
tion with no concept of evolution whatsoever. For our general understand-
ing of the process of biological evolution on Earth, there is a huge diff erence 
between, let’s say, a Darwinian and a non-Darwinian model of ET. For in-
stance, non-Darwinian theories (e.g. neo-Lamarckist theories) hold that ev-
olution might be intrinsically cumulative5, although phenotypic variation is 
not directly inheritable, but it is inherited through a particular mechanism 
called cellular development (Goodwin 2001 ; Kirschner & Gerhart 2006) ; 
Darwinians (e.g. the Modern-Synthesis tradition), instead, claim that evo-
lution is not intrinsically cumulative, given that phenotypic variation is not 
directly inheritable, and ignore cellular development theories. The two po-
sitions cannot be both correct, so it is diffi  cult to concede that evolutionary bi-
ologists could work with ET using only isomorphism and equivalence class-
es and, also, do it in a meaningful manner. Maybe this is where lies the main 
reason why partisans of the semantic approach to evolutionary biology in-
sist on stating that the abstract set-theoretic entities behind their reconstruc-
tion have „implicit“ or „intended“ interpretations.

4  In other words, a frequency-dependent or a non- frequency-dependent function.
5  Lamarck believed that, since selection is directional, evolution exhibits a trend towards more 
complicated and fi ne-tuned adaptations in the living world. His belief was reformulated in 
more recent terms as „the arrow of complexity“ hypothesis. (Bedau 2009).
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Formally : It is said that β |= ET if and only if β and the axioms of ET im-
plicitly characterize Darwinian evolution.

But this is at least bizarre. In what sense do the set-theoretic structure β 
and the axioms of ET implicitly characterize a Darwinian process ? This ap-
peal to implicit features of biological theories is very problematic, although 
it probably draws from the tradition of using implicit defi nitions in the axi-
omatization of science. The highly abstract models of ET, i.e. the Mendelian 
breeding systems, are considered to „relate to phenomena through a com-
plex hierarchy of theories“ (Thompson, 1989) that constrain the interpreta-
tion of ET as Darwinian evolution. One of the most important links in this 
hierarchy of theories is the theory of natural selection (NT).

Formally : β |= ET if and only if β |= NT, so that β is a set-theoretic mod-
el of NT. 

In plain words, what the above sentence says is that the evolutionary theo-
ry (ET) is true for Mendelian breeding systems (β) if only if the theory of nat-
ural selection (NT) is also true for Mendelian breeding systems. Assuming 
that a population of Hawaiian fi nches is isomorphic to a Mendelian breed-
ing system, then the Hawaiian fi nches’ beak mutations, are lawfully correlat-
ed, through NT, to the selective advantages provided by certain fi nch gen-
otypes over other genotypes, and called „evolutionary adaptations“.  The 
same holds for the sex ratio estimation : the Hawaiian fi nches’ 1 :1 sex ra-
tio is lawfully correlated to the lack of selective advantages provided by 
the male genotypes over the female genotypes (or vice versa) in the repro-
ductive strategy of the species. But why does the insertion of NT make ET 
implicitly Darwinian ? The answer is straightforward : Mendelian systems 
are defi ned by means of genetic inheritance only and, given that natural se-
lection operates on organisms isomorphic to Mendelian breeding systems, 
only genetic inheritance is correlated with evolution. This is exactly what 
Modern-Synthesis is about.

The existence of implicit interpretations of ET seems to deal with the 
problem of theoretical ambiguity in evolutionary biology elegantly, but it 
also opens the door to another major problem. As philosopher Mario Bunge 
points out (2005, 350), if theories are defi nitional equivalents of abstract sys-
tems, then all of them, irrespective of their position in the hierarchy, are ab-
stract and  so none of them can have any relation whatsoever to real biologi-
cal or systems other than by stipulation. If we look again, we may easily see 
that the manner in which the intended interpretation of evolutionary the-
ory (ET) is chosen is arbitrary, i.e. it simply happens that we all know that 
Lamarckism is false and we rely on the other convenient interpretation. But, 
actually, nothing in the axioms of ET forces us to do so : the isomorphism 
(e.g., between Mendelian breeding systems and the population of fi nches in 
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Hawaii) still obtains with a diff erent mechanism of natural selection (e.g., the 
cellular  development mechanism, which does not contradict the fundamen-
tal claim that living organisms could be represented as abstract Mendelian 
breeding systems ; it only shows that something else should be considered).  
So, in this case, evolutionary theory is no longer ambiguous, but it is obvi-
ously scarce. It does not capture all that might be relevant in its representa-
tion of evolution.

The canonical solution (Thomson 1989, 82) to the scarcity problem is to 
say that the intended interpretation of ET is not, in fact, arbitrary because it 
captures all that is needed to be captured in order to represent evolution. It 
is claimed that the abstract Mendelian breeding systems are causally similar 
to the real biological systems. This means that, if a certain selection mech-
anism (i.e. Darwinian selection) is causally responsible for the sexual dis-
tribution, or for the distribution of beak phenotypes, in the population of 
Hawaiian fi nches, the same selection mechanism is caught as such in the ab-
stract model as well. Possible alternative interpretations of ET are eliminat-
ed on the basis of actual causal constraints that aff ect the abstract Mendelian 
systems themselves.  

But this solution looks very confusing at least for two reasons : fi rst of all, 
it appears to be circular ; secondly, it seems to rely on a category mistake. I 
will insist a litt le bit on the second issue because it throws a signifi cant light 
on the scarcity problem. Let us think at the following situation, often found in 
forensic psychological profi ling. A psychological profi le is considered some-
thing like a model of someone’s behavior : it is based on previous behavio-
ral observations, some general personality traits etc., and it is used to pre-
dict future behavior. But a psychological profi le could be done in at least two 
distinct ways : a) it could be designed to predict future behavior using only 
correlations between past behavior and some general personality traits ; or 
b) it could be designed to predict future behavior by emphasizing, beside 
what we fi nd in (a), certain mental „dispositions“ that causally infl uence ac-
tion (like the disposition to avoid pain).  The second model relies on mental 
causation to provide a richer explanation for someone’s habitual behavior 
than the explanation provided in the fi rst model. But mental causation as-
sumes something very problematic. It assumes that even if mental disposi-
tions are not physical objects, when it comes, for instance, to move my hand 
from a hot spot in the room both my disposition to avoid pain and a phys-
ical chain-reaction chemically controlled by my brain could play the same 
role, i.e. they both could be the cause of my hand’s displacement and, in this 
sense, dispositions and physical objects are causally similar. But this way of 
thinking relies on an obvious category mistake. It explains physical eff ects by 
invoking non-physical causes and the explanation is simply incoherent. The 
second model of behavior displays this kind of incoherence, even though it 
looks richer than the fi rst model.
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In a similar manner, Thomson’s solution to the scarcity problem in ET re-
lies on a category mistake that makes the theory look richer, but at the same 
time incoherent. To hold that abstract Mendelian breeding systems have 
causal properties and embed selection mechanisms into set-theoretic enti-
ties is oddly confusing, given that no mathematical structure could ever dis-
play the same causal properties as physical systems. 

II. ZSYNTAX

In spite of the wide spreading of semantic antirealism in the philosophy 
of science during the last decades, we can still hold that the key concept in 
order to understand the logical structure of evolutionary biology is the con-
cept of deductive consequence. On one hand, deductive structure is funda-
mental in natural science, because it provides a simple formal instrument to 
organize scientifi c knowledge in such a way as to ease scientifi c progress. In 
„Biology and the Axiomatic Method“ (1962), J.H. Woodger was making the 
following appraisal :

„the aim (…) is to provide an exact and perfectly controllable lan-
guage by means of which biological knowledge may be ordered. In 
a former book6 (…) it was shown how largely these disputes were 
traceable either to failure to eliminate metaphysical elements from 
biological topics, or to diffi  culties created by the shortcomings of 
current biological language. Both of these sources of confusion can 
be avoided by paying att ention to the requirements of an ideal sci-
entifi c language. Because if we have a language we need not dis-
pute, we need only calculate and experiment.“ (Woodger 1962, 11).

On the other hand, the semantic view is faced with deep conceptual in-
consistencies, coming especially from the att empt to confl ate the deductive 
structure of evolutionary biology into a causal chain of bizarre set-theoretic 
entities. Such diffi  culties may not be overcome unless the focus is changed 
again from this rich ontology to the modest address concerning the episte-
mology of evolutionary biology : i.e. the purpose of a logical system is not to 
represent (as in instantiate) a scientifi c theory, but just to order it.

 For the rest of the paper, I will suggest a returning approach to the con-
cept of deductive consequence. I hope that in the long run this suggestion 
will off er a fresh perspective on the axiomatization of evolutionary biology 
and, also, an insight into how to understand theoretical unifi cation in this 
controversial fi eld. I will argue that a „natural“ concept of deductive con-
sequence is a sound option in order to formalize evolutionary biology and, 
still, follow in the footsteps of empiricism. My argument stems from a re-
cent development of natural deduction systems in molecular biology, i.e. the 

6  In The Axiomatic Method in Biology (1937).
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Zsyntax. But, before going into that, I will make a brief point about theoret-
ical unifi cation in evolutionary biology. As J.H. Woodger pointed out, the 
concept of deductive consequence has an important bearing on the matt er of 
unifi cation, even though this might not come straightforward. 

For instance, the standard Mary Williams’ (1970) axiomatization of evo-
lutionary biology was found lacking by many theoreticians because it did 
not rely on a properly formalized concept of heredity. Hence the deductive 
fuzziness of her logical system : what does the natural selection really apply 
to ? how mutations spread in the Darwinian sub-clans ? what really are the 
Darwinian sub-clans ? etc. The rival axiomatization belonging to Zanardo 
and Rizzoti (1986a, 1986b) – in fact, an improved version of Woodger’s (1937) 
in the genetics of populations – managed to account for heredity in a for-
mally consistent and clear manner. But it did it reductively, so Zanardo and 
Rizzoti’s system was also found lacking. Due to the restrictive defi nition of 
heredity (i.e. as genetic heredity), this axiomatization holds only for a limit-
ed number of evolutionary processes, and it concerns only eukaryotic organ-
isms. Therefore, it fails to provide theoretical unifi cation. This issue makes, 
in fact, the come-back point for Mary Williams. As she reveals, ambiguity 
might actually serve unifi cation in evolutionary biology :

„The existence of several diff erent, non-trivial, interpretations of the 
axiom system greatly increases the power of the theory ; it enables 
the transformation of every creative insight gained from the study 
of one level of selection into formally analogous insights on the oth-
er levels. These insights, though formally analogous, will not usual-
ly be obviously analogous.“ (Williams 1970, p. 349)

Zanardo and Rizzoti’s axiomatization was reductionist because it fo-
cused exclusively on the frequencies of genes and genotypes as if they were 
the self-existing, ultimate entities of evolutionary biology (Bunge, 2005, p. 
344). By contrast, the Williams axiomatization was receptive to the import 
of extensive new biological knowledge coming from modern developmen-
tal biology or from ecology. The Williams axiomatization is compatible with 
both Darwinist (the Modern Synthesis) and non-Darwinist variations of ET 
(neo-Lamarckist theories). This is the case precisely because Marry Williams’ 
focus is on the concept of natural selection leaving heredity aside. This move 
allows for a lucrative approach to issues like multiple levels of selection, fa-
voring unifi cation in evolutionary biology. The only major problem is that 
the resulting logical system ends up in deductive inconsistency, as I have 
pointed out already (section 1). Nothing in the Williams axiomatization tells 
us that the non-trivial interpretations should be seen as analogous, and not 
as concomitant. The „multiple levels of selection“ trick is just a supposition 
external to the set of axioms itself. 

A way to address the fuzziness of Mary Williams’ axiomatization would 
be to make the supposition concerning „multiple levels of selection“ internal 
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to ET, while keeping the deductive structure intact. To this end, Zsyntax from 
molecular biology may provide an useful insight.

Zsyntax is a non-standard proof calculus that elaborates in Rudolf Carnap’s 
concept of „languages as calculi“ (Carnap 2001, p. 4). We could imagine that 
the language of evolutionary biology is something like the language of chess. 
The language of chess is systematic because it involves a calculus : i.e., any fi -
nite series of symbols/positions is called an expression of that calculus/game 
if and only if it is the result of a given set of rules for that calculus/game. 
There are two types or rules in an abstract calculus :

(a)  the formation rules : i.e. the conditions under which an expression/posi-
tion can be said to belong to a certain category of expressions/positions 
in the calculus (Carnap, 2001, p. 4) ;

(b)  the transformation rules : i.e. the conditions under which the transforma-
tion of one or more expressions/positions into another or others may be 
allowed in the calculus (Carnap 2001, p. 4). 

The fi rst kind of rules are also called „syntactical rules“, while the second 
kind of rules are also called „logical laws of deduction“. She second kind of 
rules need not be axioms ; they could simply be inference rules – i.e. infer-
ring a future position in chess is based on applying transformation rules to 
the current position. In logic and proof theory, natural deduction is a kind of 
proof calculus in which deduction is expressed by such inference rules. These 
rules are closely related to the „natural“ way of reasoning which works rath-
er with inference rules than with abstract sets of axioms.

The universal operation in natural deduction systems is the reasoning from 
assumptions. For example, consider the following derivation :

(1)  A&(B&C)
(2)  B&C 1,&E
(3)  B  2,&E  

This derivation does not establish that B is the case as such ; rather, it es-
tablishes the following fact :  if A & (B & C) is the case then B is also the case. 
This is a hypothetical derivation, which could be writt en formally as follows :

 A&(B&C) |-Nded B

This is the chess-game kind of reasoning  A future position in the game 
n is derived from the well-formed initial position, given a fi nite set of trans-
formations (or „moves“), so that the future position k is the case given that 
the initial position i is the case. 

The general form of a hypothetical derivation would be :
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(i) P1, P2, . . ., Pn

(k) Q

In short, each hypothetical derivation has a collection of antecedent der-
ivations (the Pn) and a succedent (Q). 

Now, the notion of hypothetical derivation could be internalized in the 
transformation rules of the language, and what we get is a very interesting 
situation in the calculus. Let’s take a look at the rule for the introduction of 
logical implication :

(i) P  a 
(k) Q    
(m) P -> Q,  i,k  ->I 

The antecedent a named „assumption“ is discharged in the conclusion. 
In fact, discharging assumptions is a mechanism for delimiting the scope of 
the hypothesis : the sole reason for assuming P is to establish Q ; P cannot 
be used in any other way and it cannot be used below the introduction rule. 

Let’ say that we want to prove the following fi rst-order validity : „A -> (B 
V ~B) is the case“. The proof would be :

(1)  A    a
(2)  B V~B  the excluded-middle
(3)  A -> (B V ~B)  1,2 ->I

This could be also writt en as „Ø & A |-Ned (B V ~B)“, which says that the 
validity of „A -> (B V ~B)“ depends on the „null“ assumption or on no as-
sumption at all. In other words : „|-Nded A -> (B V ~B)“.

Let’s move now to Zsyntax. In molecular biology biological processes are 
defi ned in terms of their participant molecules7.  The language of molecular 
biology is made of molecules and chemical reactions, just as the language of 
chess is made of positions and moves.

The formation rules for Zsyntax are :

(i)  If two types of molecules, A and B, are able to interact in some way, the 
outcome is denoted as the complex molecule A*B, where „*“ indicates 
the operation called Z-interaction. 

7  „These formulae are assembled into chains, in accordance with rigorous logi-
cal rules in order to represent chains of biological reactions, so that the latt er are 
treated as logical deductions.“ (Boniolo et al. 2010, p. 2).
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(ii)  If n molecules of types A1,…, An, interact the aggregate is denoted by in-
troducing the operator called the Z-conjunction : A1 & … & An. 

(iii)  Let us consider an initial aggregate of molecules A & C and a fi nal aggre-
gate B. In this case, it is said that all aggregates of type C are also of type 
A -> B. This means there is a transition from A to B if there is C allowing 
it. „->“ is the Z-conditional.

The transformation rules of Zsyntax are :

(i)  Elimination of the Z-conditional (->E) : If A -> B can be derived from C and 
A can be derived from D, then B can be derived from C & D.

(ii)  Introduction of the Z-conditional (->I) : If B can be derived from C & A, 
then A -> B can be derived from C alone. In the logical language one says 
that the assumption A is discharged, „which in our context means that 
the availability of an aggregate of type A is incorporated as a (suffi  cient) 
condition in the antecedent of A -> B. Hence, the derivability of (an ag-
gregate of type) A -> B no longer depends on the availability of (an ag-
gregate of type) A.“8 

(iii)  The elimination and introduction rules for the Z-conjunction (I will not 
detail them here).

In order to understand how Zsyntax works, I shall give a brief example of 
logical validity in Zsyntax. Similar to the hypothetical derivation discussed 
earlier, in Zsyntax it is claimed that „A -> B is the case“ or |-Z A -> B if the 
empty aggregate (namely the aggregate consisting of zero molecules), de-
noted by Ø, allows the path from A to B ; that is, if Ø & A -> B. Consider the 
case of the tumor suppressor TP539. The protein TP53 can bind the MDM2 
gene to activate its transcription, so that the MDM2 protein is produced in 
the cell. In this case there is an intermediate product, that is, MDM2*TP53. 
By defi nition of the Z-conditional, the ‘‘empty aggregate’’, Ø, must be of type 
MDM2&TP53->MDM2, since from any aggregate of type Ø&MDM2&TP53 
we can arrive at some aggregate of type MDM2. Under these circumstances 
we can say that „MDM2&TP53 -> MDM2 is the case“.

(1) MDM2&TP53 -> MDM2 Ø
(2) MDM2&TP53 a
(3) ((MDM2&TP53 -> MDM2) & (MDM2&TP53)) ->MDM2 1,2 (f)Z-conditional
(4) MDM2&TP53 -> MDM2 3, I->

That is : Ø & (MDM2&TP53) |-Z MDM2, which says that the validity of 
MDM2&TP53 -> MDM2 depends on the „null“ assumption or on no assump-
tion at all. In other words : |-Z MDM2&TP53-> MDM2.

8  Boniolo et al. 2010, p. 4.
9  Ibid., p. 3.
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Thus, the form of the deduction theorem for molecular biology could be 
writt en as follows : 

IF Ø & P entail in Z-calculus Q, then |-Z P ->Q.

The „laws“ of molecular biology are generated by applying the above 
formula and detaching the „null“ assumption from chains of molecular re-
actions. 

Before closing this illustration, it is important to stress something prob-
lematic about Zsyntax. At the fi rst glance, Boniolo et al.(2010) claim that log-
ical deductions in the Z-calculus are analogous to the biochemical processes 
they describe, in the sense that the mechanisms behind chemical process-
es are equivalent in the calculus to „lawful“ hypothetical derivations. Of 
course, biochemical mechanisms are not deductions, since biochemical proc-
esses are concrete entities, while deductions are logical entities. In this re-
spect, Zsyntax is as heuristic as the empiricist systems of Rudolf Carnap’s or 
J.H. Woodger’s : it allows to structure prediction problems prett y much like 
in the standard hypothetical-deductive frame, by sett ing a demarcation line 
between theoretical hypotheses (mechanisms) and empirical observations 
(individual processes). However, there is a stronger claim made by the au-
thors, according to which Zsyntax delivers nothing less than the „constitu-
tive logic“ of molecular biology itself :

„Logic is not just an auxiliary tool for analyzing biological mod-
els based on some external formalism, but becomes the core of a re-
search program in which biological processes are the intended se-
mantic interpretation of a non-classical logical system“ (Boniolo et 
al. 2010, p. 2).

Even if there are no axioms in Zsyntax, the isomorphism issue enters the 
picture again, in a confusing manner. It is hardly coherent to hold that the 
interpretation of the deduction theorem in molecular biology is the causal 
molecular mechanism per se – or, in other words, that logical relations ful-
ly capture causal molecular agencies. A question in the epistemology of sci-
ence is forcedly translated, again, into a question of ontology, and this fact 
alone generates incoherence. 

I chose to mention it, however, because I believe that such confusions 
should be avoided in the logical reconstruction of evolutionary biology.

III.  THE EVOLUTIONARY THEORY AS CALCULUS

In the following, I will introduce ET as a calculus in the sense of section 
2.  Due to the reduced length of this paper, I will give only a sketch of the 
calculus, leaving other details to future presentations. Thinking about ET as 
a calculus involves writing down a deduction theorem. In this section I will 
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show what the deduction theorem in ET might look like if we take ET to be a 
logical calculus. Then I will argue that this formalization of deduction opens 
the possibility to express important parts of evolutionary biology, parts that 
previous axiomatizations failed to express.

The computational approach to evolutionary biology (Bedau 2009 ; 
Hunemam 2012) will be very insightful in this respect. I will not argue here 
why this is the case. My main intention fort this section is to illustrate how 
the overall idea of reasoning from assumptions might work in evolution-
ary biology (since it works in molecular biology), if we take for granted that 
evolutionary theory could be writt en down as a computational theory. The 
discussion of why evolutionary biology could be reconstructed as a compu-
tational theory goes beyond the scope of this paper and, probably, will be car-
ried on somewhere else. However, the basic consequences of writing down a 
scientifi c theory as a computational theory are very signifi cant (Humphreys 
2004 ; Winsberg 2009) if we are interested in articulating the logical structure 
of evolutionary theory. This will be the main topic of the present section.

The ET could be expressed as chains of CA-states (cellular automata 
states) in the so-called „Game of Life“ (GL). Thus, the language of ET would 
consist of CA-states and transition rules in GL. The Game of Life is a compu-
tational device that generates evolutionary patt erns in artifi cial populations 
of cells. In this logic, the demarcation in ET between theoretical hypotheses 
and factual observations will be drawn as a distinction between evolution-
ary patt erns and singular histories in GL.

The formation rules for GL :
A cellular automaton such as GL consists of a grid of cells, each in one of 

the two states on and off . The grid is usually two-dimensional. For each cell, 
a set of cells called its neighborhood (including the cell itself) is defi ned rela-
tive to the specifi ed cell. An initial state (time t=0) is selected by assigning a 
state for each cell. A new generation is created (advancing t by 1), according 
to some fi xed rule (usually a mathematical function, but not necessarily) that 
determines the new state of each cell in terms of the current state of the cell 
and the states of the cells in its neighborhood. The rule to update the state of 
cells is the same for each cell and does not change over time, and is applied 
to the whole grid simultaneously. One interacts with GL by creating the ini-
tial confi guration of cells (i.e. units of selection) and observing how the con-
fi guration evolves in time, once the transformation rules are applied.

The transformation rules for GL :
i)  Any live cell with fewer than two live-neighbors dies, as if caused by un-

der-population.
ii)  Any live cell with two or three live-neighbors lives on to the next gener-

ation.
iii)  Any live cell with more than three live-neighbors dies, as if by over-

crowding.
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iv)  Any dead cell with exactly three live-neighbors becomes a live cell, as if 
by reproduction.

These rules are designed as to embed a process of natural selection. This 
diff erentiates GL from other kinds of cellular automata.

Fig. 1 Game of Life – 
„glider gun“ throwing gliders.

The moving sets of cells called gliders 
takes successive positions 

along the diagonal (Huneman 2010, 198)

What is most interesting about the computational approach to evolution-
ary biology is the fl exibility that GL allows in interpreting the fundamental 
concept of unit of selection. For instance, the GL cells could be built as univer-
sal von Neumann constructors (von Neumann, 1951) and endowed with ge-
netic make-up so that they transfer genes to future generations. In this case 
the main source of variation in the CA-sett ing is, as in the standard picture of 
the Modern Synthesis, genetic variance. But, as in the traditional Darwinian 
picture, the unit of selection is the organism (i.e. a cell or a functional group 
of cells), since selection is understood simply in terms of cells’ survival (there 
is no phenotypic characterization of fi tness). 

In Fig.1 something particularly interesting happens : the local rules of ev-
olution in GL generate multi-cellular groups of cells (i.e. the glider-guns), 
changing the level of selection in the game. 

Let us look now at Fig.2. What we see in Fig.2 might be simply called dig-
ital parasitism : the glider reproduces as an organism, given the fulfi llment 
of certain conditions in its evolutionary niche. Its survival depends upon the 
existence of another „species“, i.e., the backrakes. In coevolution, the level 
of selection changes again, from groups of cells to groups of organisms (or 
even species).
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 (1) The Mitchell parasite (a gilder) on a 
backrake.

(2) Reproduction of the Mitchell parasite 
in the presence of two backrakes.

 
Source : htt p ://pentadecathlon.com/lifeNews/2011/01/sprouts_and_parasites.
html

What is fundamental about cellular automata like GL is the fact that 
such evolutionary patt ers show robustness. A robust GL simulation is, thus, 
a proof. Therefore, we can claim that GL is a calculus. For instance, the 
CA-game in Fig.2 displays evolutionary emergence (i.e. the parasitism phe-
nomenon), which is actually robust in the simulation. 

If we go back to section 2, we see that the standard formal approach to ET 
deals with the problem of diff erent levels of selection by treating the concept 
of „unit of selection“ ambiguously and saying that the corresponding evolu-
tionary processes are analogous. The CA approach says something diff erent. 
The evolutionary processes involving diff erent levels of organization and se-
lection are not analogous, but in fact emergent. So, there should be nothing 
ambiguous about ET as long as the concept of „evolutionary emergence“ is 
properly formalized.

The CA reconstruction of ET allows for a consistent formalization of ev-
olutionary emergence as computational incompressibility, so that no exter-
nal supposition to the calculus itself needs to be made. 

Let us take an incompressible instance of GL (like the one in Fig.1). The 
idea of computational incompressibility in the glider gun simulation is that, 
while there is a deterministic rule so that one can go from a set of cells C<(i 
− j, i + j), n) to state of cell C<(i),n+1>, there is no shortcut from C<(1,M),n> to 
C<(1,M),n+1> (M being the number of cells)10, but we get there only by run-
ning the game (i.e. there is no other mathematical function, equation or rule).

10 Huneman, 2010, pp. 197-198.
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1.
(n)  C(i-j, i+j)  
(n+1) C(i) (n) and one of the rules (i)-(iv). 

But :

2.
(n)  C(1,M) (the glider in step n)
(n+1)C (1,M) (the glider in step n+1) (n) and the GL incompressible 
  simulation

The glider transition displays computational incompressibility. The same 
thing holds for the coevolution of backrakes and Mitchell parasites in Fig.2.

 But, although incompressible, this kind of CA-process could be described 
in terms of counterfactual dependencies between sets of CA-states at various 
CA-steps :

„A glider can be characterized as a set of states of cells ; gliders have 
typical behaviors, so that if at step n the glider is at one point, anal-
ysis of the cellular automaton may entail that it will be somewhere 
else a while after (after k steps, let’s say). One can then claim that, 
on the background of the rules of the automaton, the glider would 
not be where it is at step n + k if it had not been where it was at step 
n. This is a counterfactual dependency, and it illustrates the fact that 
even in cellular automata showing incompressibility, regularities of 
this type can be produced.“ (Huneman 2010, 198) 

Thus :

(n)  C(1,M) (the glider in step n+k)
(n+k) C (1,M) (the glider in step n) (n) and the GL counterfactual 
  dependence rule

So that : |-GL C(1,M)n -> C(1,M)n+1

Any lawful correlations in the CA-game could be expressed as counter-
factual dependencies between CA-states, when emergent levels of selection 
are concerned.

The incompressibility problem sheds a signifi cant contrast on Mary 
Williams’ standard axiomatization of ET. In the Williams axiomatization we 
say that cell selection, organism selection, species selection etc. are all mod-
els of the axiomatic system that constitutes ET, so ET is deductively ambigu-
ous, but non-reductionist. By contrast, what the computational incompress-
ibility of GL shows is that we might have diff erent deductive structures in 
ET, depending on how emergence between the levels of selection is consid-
ered. These several deductive structures of ET are refl ected in the form of 
the deduction theorem.
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If we go back to the previous section, we see that |-GL C(1,M)n -> C(1,M)n+1 
is, in fact, equivalent to : Ø & C(1,M)n |-GL  C(1,M)n+1. 

 If we write down the deduction theorem of ET for computational incom-
pressibility, we obtain : 
(i) IF (Ø & T) |- P, then |-T -> P

But not all the kinds of evolutionary emergence can be defi ned as com-
putational incompressibility simpliciter. (i) holds for P  only when P refers 
to the class of complex adaptations called „bounded“, for which there is at 
least an incompressible fi nite CA-description.

There are at least two more classes of evolutionary complex processes, 
for which the expression in the ET calculus would need diff erent deduction 
theorems. 

(ii) IF (Φ & T) |-P then Φ |- (T->P) 
where T is the evolutionary theory, Φ is a general assumption that nat-

ural selection is directional, and P is an empirical statement about complex 
adaptations for which there is no fi nite CA-description, unless assuming Φ.

For instance, most explanations of evolutionary novelty fall in this class.

(iii) IF Ψ -> Φ and (Φ & T) |- P, then Ψ |- (T->P) 
where T is the evolutionary theory, Φ is an implicit assumption behind 

directional selection (such as the cellular development hypothesis), and P is 
an empirical statement about complex adaptations for which there is no fi -
nite CA-description, unless assuming Φ.

For instance, (iii) challenges the standard insight of the Modern Synthesis 
tradition (i) that the sole basis of evolution is genetic variance. The implic-
it assumption says that genetic variance is in fact biased by phenotypic con-
straints, at least for some kinds of adaptations. Such constraints channel ge-
netic variance into potentially useful phenotypic directions (Klingenberg 
2005 ; Kirschner and Gerhard 2006), so that natural selection appears to be 
directional. Most explanations concerning niche formation fall in this class.

Once we establish the forms of the deduction theorem for ET, we can eas-
ily see how ET is, in fact, a family of evolutionary calculi that discharge as-
sumptions unevenly. This aspect might tell us something signifi cant about 
unifi cation and laws in evolutionary biology from a formal point of view. 
It seems that not all the evolutionary processes that populate the „reference 
class“ of evolutionary theory fall in the fi rst, „no assumptions“ class. This 
means that important regularities in evolutionary biology cannot be treated 
as lawful correlations, unless under specifi c constraints on the form of the 
theory. As pointed out already, large-scale evolutionary processes that in-
volve niche construction most often fall in the third class (e.g., explanations 
of why the Hawaiian fi nches have diff erent beak phenotypes from the con-
tinental fi nches), while most frequent models of evolutionary novelty still 
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fall in the second class (e.g., explanations of why fi nches have beaks in the 
fi rst place and not, for instance, muzzles). But the most common processes 
of evolution by natural selection, with bounded accumulation of organiza-
tion and function, could be placed –  with precaution – in the „no assump-
tions class“, given there is at least a CA proof for the „|- T -> P“, where P is  
our specifi c process.

Before closing this section, I will make only another brief observation. 
As we have seen, the calculus approach to evolutionary biology avoids both 
gene realism and gene-reductionism, and also the deductive ambiguity of 
the standard non-reductionist axiomatization, by absorbing external suppo-
sitions into internal assumptions. But there is something else. Unlike Zsyntax 
in molecular biology, the calculus approach to evolutionary biology rejects 
the idea of causal isomorphism. Zsyntax mixes the „causal structure“ of mo-
lecular processes with the „deductive structure“ of the logical system, pret-
ty much like the semantic view in evolutionary biology does with the causal 
interpretation of the Mendelian breeding systems. The calculus approach to 
evolutionary biology stresses fi rmly on the syntactic construction of ET. Even 
though it does not embrace the linguistic representation of biological theo-
ries, as in the standard empiricist views of J.H. Woodger (1937) and Rudolf 
Carnap (1939), it neither confl ates the epistemology of evolutionary biology 
into a strange kind of ontology, as Zsyntax eventually does.

„Consider Holland’s chess analogy. Rules or laws have no causal ef-
fi cacy ; they do not in fact „generate anything“. They serve merely 
to describe regularities and consistent relationships in nature. These 
patt erns may be very illuminating and important, but the underly-
ing causal agencies must be separately specifi ed (though often they 
are not)“ (Corning 2002, p. 26).

In this sense, the syntactic approach to ET is as heuristic as the standard 
empiricist approach. It only correlates causal agencies in nature with coun-
terfactual dependencies in the calculus, in order to create a logical under-
standing of lawfulness in evolutionary biology. However, counterfactual de-
pendence is not what makes the evolutionary processes lawful. In order to 
grasp „the laws of evolution“, counterfactual dependence is obviously in-
suffi  cient (Corning, Ibidem).

IV. FINAL REMARKS

In this paper I suggested a picture on the axiomatization of evolutionary 
biology. I identifi ed three main approaches : two „classical“ approaches (the 
hypothetical-deductive and semantic), and a „non-classical“ one (the natural 
deduction), and I argued that the „non-classical“ approach might be prom-
ising for the logicians of science. For instance, it could tackle with interest-
ing results the issue of theoretical unifi cation in evolutionary biology, giv-
en that Mary Williams’ standard axiomatization is inconclusive, because of 
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its ambiguous treatment of deductive consequence, and the genetic axioma-
tization is highly reductionist. My analysis also emphasized that ET comes 
in several forms, depending on how the deductive structure and the „refer-
ence class“ of the theory are defi ned. In the understanding of ET as a fami-
ly of calculi, an important role is given to the concept of evolutionary emer-
gence – a concept so far ignored in the literature on the axiomatization of 
evolutionary biology.

Last but not least, I am inclined to point out that the calculus approach 
to ET does partial justice to the skeptical claim that there are no univer-
sally agreed upon laws in evolutionary biology (Gould 1989). There can-
not be any such laws if ET is a family of calculi with diff erent assumptions. 
Nevertheless, the skepticism might not be entirely justifi ed since the logical 
systems behind ET heuristically reveal, once deductive ambiguity is prop-
erly dealt with, some lawful relations in evolutionary biology as formalized 
counterfactual dependencies.
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